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RUNNING AND RESPONDING REINFORCED BY
THE OPPORTUNITY TO RUN:
EFFECT OF REINFORCER DURATION

TERRY W. BELKE

MOUNT ALLISON UNIVERSITY

The present study investigated the effect of reinforcer duration on running and on responding
reinforced by the opportunity to run. Eleven male Wistar rats responded on levers for the oppor-
tunity to run in a running wheel. Opportunities to run were programmed to occur on a tandem
fixed-ratio 1 variable-interval 30-s reinforcement schedule. Reinforcer duration varied across condi-
tions from 30 to 120 s. As reinforcer duration increased, the rates of running and lever pressing
declined, and latency to lever press increased. The increase in latency to respond was consistent with
findings that unconditioned inhibitory aftereffects of reinforcement increase with reinforcer mag-
nitude. The decrease in local lever-pressing rates, however, was inconsistent with the view that re-
sponse strength increases with the duration of the reinforcer. Response rate varied inversely, not
directly, with reinforcer duration. Furthermore, within-session data challenge satiation, fatigue, and
response deprivation as determinants of the observed changes in running and responding. In sum,
the results point to the need for further research with nonappetitive forms of reinforcement.
Key words: reinforcer duration, wheel running, lever press, rats

A response-strength conception of rein-
forcement (de Villiers & Herrnstein, 1976;
Herrnstein, 1970) implies that as magnitude
of reinforcement increases, the rate of the re-
inforced response should increase. However,
the findings of numerous attempts to dem-
onstrate this relationship using appetitive
forms of reinforcement have been equivocal.
Previous research into the relationship be-
tween reinforcer magnitude and overall re-
sponse rates in free-operant paradigms using
a variety of simple schedules (e.g., fixed in-
terval, fixed ratio, variable ratio, variable in-
terval) with various types of reinforcers (e.g.,
pellets, grain, sucrose solution) has yielded a
confusing array of findings. Overall response
rates varied directly (Harzem, Lowe, & Prid-
dle-Higson, 1978; Hutt, 1954; Jenkins & Clay-
ton, 1949; Meltzer & Brahlek, 1968, 1970;
Reed & Wright, 1988; Stebbins, Mead, & Mar-
tin, 1959), inversely (Lowe, Davey, & Harzem,
1974; Priddle-Higson, Lowe, & Harzem, 1976;
Staddon, 1970), in an inverted U-shape func-
tion (Conrad & Sidman, 1956; Guttman,
1953; Kliner, Lemaire, & Meisch, 1988), or
showed no systematic relationship (Catania,
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1963; Keesey & Kling, 1961; Powell, 1969)
with reinforcer magnitude. In general, the ef-
fects of magnitude of the reinforcer on re-
sponding in a free-operant task appear to be
more complex than the predicted relation-
ship suggests.

Harzem and Harzem (1981) suggested that
local rather than overall response rates would
more accurately reflect the relationship with
reinforcer magnitude implied by a response-
strength conception. Local response rates re-
fer to response rates calculated by excluding
the latency to first lever press following the
termination of the reinforcer. Previous re-
search has shown that local response rates ei-
ther did not vary systematically (Kliner et al.,
1988; Lowe et al., 1974; Powell, 1969; Priddle-
Higson et al., 1976; Staddon, 1970) or in-
creased with reinforcer magnitude (Harzem
etal., 1978; Lowe et al., 1974; Reed & Wright,
1988). In sum, despite the fact that interpre-
tation of the effects of reinforcer magnitude
on responding is complicated by various is-
sues, the assumption that reinforcer magni-
tude and response rates should vary directly
still prevails.

Investigations of the relationship between
reinforcer magnitude and free-operant re-
sponding with nonappetitive forms of rein-
forcement are less prevalent, and it remains
open to question whether the relation im-
plied by the response-strength conception
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would be observed with a nonappetitive form
of reinforcement such as running. Specifical-
ly, if the duration of the opportunity to en-
gage in nonappetitive behavior is a proxy for
reinforcer magnitude, then, from the re-
sponse-strength conception, as the duration
of the opportunity to run increases, the rate
of instrumental responding for that oppor-
tunity should increase.

Premack, Schaeffer, and Hundt (1964)
conducted a systematic investigation of the ef-
fects of changes in the duration of the op-
portunity to run on rats licking a drinkome-
ter on a fixed-ratio (FR) 10 schedule of
reinforcement for the opportunity to run. Re-
inforcer durations varied from 2 to 20 s. Ses-
sion duration was held constant at 20 min. As
the duration of the reinforcer period in-
creased, the number of quarter-turns of the
wheel per session increased while the num-
ber of licks per session decreased. Because
session time was held constant, however, a
straightforward interpretation is that subjects
ran more when given more time to run and
licked less when less time was available to lick.
The analysis also showed that the number of
licks per reinforcer on the FR 10 schedule
did not vary with reinforcer duration. Finally,
the pause between the offset of running and
the onset of the next burst of licking in-
creased with reinforcer duration. Although
response rates, in terms of licks per unit of
time spent licking, were not calculated, the
increase in the latency to lick following the
termination of the running period suggests
that overall response rates, which included
the postreinforcement pause, decreased as re-
inforcer duration increased. This inverse re-
lationship between overall response rates and
reinforcer duration seems, on the surface, to
be inconsistent with what one might expect
based on the response-strength conception,
but would be consistent with Premack et al.’s
(1964) prediction that “increasing the CT
[reinforcer duration] will allow the reinforc-
ing response to habituate increasingly, and
should therefore reduce the instrumental
output” (p. 91).

More recently, Iversen (1993) exposed 2
rats to fixed-interval (FI) 6-min schedules for
the opportunity to run for 5 and 9 s; a 3rd
rat was exposed to reinforcer durations of 5,
9, and 15 s. Lever-pressing rates did not vary
“appreciably or consistently” (p. 230) across
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this range of reinforcer durations. Despite
the lack of effect on lever-pressing rates, Iver-
sen noted that running rate tended to in-
crease as reinforcer duration decreased.

The purpose of the present study was to
investigate the effect of reinforcer duration
on running and on responding for the op-
portunity to run. Of particular interest was
how the reinforcing value of running as in-
dexed by rates of responding reinforced by
the opportunity to run varies with the dura-
tion of that opportunity. Because Iversen’s
(1993) results showed no effect of reinforcer
durations in the range of 5 to 15 s, durations
ranging from 30 to 120 s were used here.

The schedule of wheel-running reinforce-
ment was a tandem FR 1 variable-interval (VI)
30-s schedule under which the VI interval did
not start timing until a single lever press was
made. The first lever press after the pro-
grammed interval had elapsed caused the lev-
er to retract and the brake on the wheel to
release. The wheel turned freely for the du-
ration of the reinforcer interval; then the
brake was engaged, and the lever was extend-
ed.

Belke and Heyman (1994) introduced this
response-initiated VI schedule based on the
observation that long latencies to lever press,
ranging on average from 20 to 40 s, persisted
through the training phase despite the use of
schedules of reinforcement that typically gen-
erate high response rates. They also observed
that at the termination of the reinforcement
period, animals would run up the sides of the
wheel before returning to the area of the lev-
er. The FR 1 component prevented these
long latencies from decreasing response rates
on VI schedules with short average intervals
(i.e., VI 5 s).

METHOD
Subjects

Twelve male Wistar rats were obtained
from Charles River. The rats were approxi-
mately 6 months old at the start of the ex-
periment and had previous experience in an
investigation that compared variable to fixed
reinforcer duration of the opportunity to run
as a reinforcer for lever pressing. They were
housed individually in standard plastic cages
(48 cm by 27 cm by 15 ¢m) in a holding room
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on a 12:12 hr light/dark cycle (lights on from
8:00 am. to 8:00 p.m.). Immediately after
each daily experimental session, the rats were
weighed and were fed a measured amount of
food to maintain them at a body weight that
was 80% of an initial free-feeding weight that
had been determined when the subjects were
approximately 2 months old. The 80% body
weights ranged from 280 to 304 g. Distilled
water was available ad lib in the home cage.

Apparatus

Subjects were tested in standard activity
wheels (two Wahmann Co. and two Med As-
sociates ENV-041) with diameters of 35.5 cm.
Wheel revolutions were recorded by a micro-
switch attached to the wheel frame. A retract-
able lever (Med Associates ENV-112) was
mounted at the opening of each wheel, and
a solenoid-operated brake was attached to the
base of each wheel. Each lever extended 1.8
cm into the chamber of the wheel through
an opening (7 cm by 9 cm) located in the
center at the base of the wheel frame. The
force required to close the lever microswitch-
es ranged from 18 to 27 g. Mounted on the
side of the wheel frame were 24-V DC lights
that served to illuminate the interior of the
wheel. Wheels were located in sound-attenu-
ating shells with fans to provide ventilation
and masking noise. Control of experimental
events and the recording of data were han-
dled by Borland’s Turbo Pascal programs on
IBM® PC computers interfaced to the wheels
through the parallel port. Each computer was
located above the shell that contained the
wheels.

Procedure

Each subject initially was given free access
to the same running wheel for 30 min each
day, and the number of wheel revolutions was
recorded. During this phase, in addition to
running, lever pressing was shaped in a stan-
dard operant conditioning chamber. Each
lever press produced 0.1 ml of a 10% sucrose
solution. When subjects reliably pressed the
lever, the schedule of reinforcement was shift-
ed from an FR 1 schedule to a series of vari-
ableratio (VR) schedules (i.e., VR 3, VR 5,
VR 7, and VR 10). Each VR schedule was in
effect for approximately three sessions; each
session ended when 50 sucrose reinforcers
had been obtained.
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Throughout the period of lever training,
subjects ran in the wheels for 30 min before
lever-training sessions were conducted. When
the rate of lever pressing for sucrose solution
appeared to be stable, these sessions were dis-
continued. Instead, the retractable lever in
each wheel chamber was extended during the
wheel-running sessions, and the opportunity
to run for 60 s was contingent upon a single
lever press. A session then consisted of 30 op-
portunities to run. The schedule of reinforce-
ment was changed in the following sequence:
FR 1, VR 3, VR 5, and VR 9. Subjects
remained on each schedule for three to five
sessions before advancing to the next sched-
ule. During this training phase, a rat was
dropped from the study because 30 oppor-
tunities to run were not produced by the rat
in less than 2 hr. Next, the schedule was shift-
ed to VR 15, and the number of opportuni-
ties to run was decreased to 20 due to time
constraints. Following the last day on the VR
15 schedule, it was changed to the tandem
FR 1 VI 30-s schedule of running reinforce-
ment. The VI 30-s schedule was comprised of
20 intervals that approximated an exponen-
tial distribution (Fleshler & Hoffman, 1962)
and ranged from 1 to 120 s. Across sessions,
the order of intervals was randomized.

All subjects participated in a manipulation
in which the reinforcer duration was shifted
from a fixed value to a variable value with the
same mean (data not presented) before a re-
turn to the 60-s reinforcer duration for the
present experiment. There were 40 sessions
with the 60-s reinforcer duration for all rats.
Then reinforcer duration was changed to 30
s for 6 subjects (R3, R4, R6, R7, R8, and R9)
and 120 s for the remaining 5 subjects (RI,
R2, R5, R10, and R11). Subjects were exposed
to these reinforcer durations for 25 sessions.
Then subjects that had been exposed to the
120-s duration were changed to a 30-s dura-
tion, and subjects that had been exposed to
the 30-s duration were changed to a 120-s du-
ration. Sessions were conducted between 9:00
am. and 2:00 p.m., 7 days a week.

Lever presses, wheel revolutions, and laten-
cy to the first lever press following termina-
tion of the reinforcement period were re-
corded for each reinforcer and collectively
for the entire session. Wheel-running rates
were calculated as the total number of revo-
lutions divided by the total time during which
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Table 1

Mean number of revolutions per minute over the last 3 days of the 30-min free-wheel condi-
tion and the last 3 days of the 3 to 5 days that the FR 1, VR 3, VR 5, and VR 9 training
conditions were in effect for each rat. The data represent the wheel-running rates expressed
as revolutions per minute of opportunity to run that occurred during 30 continuous minutes
of opportunity to run in the 30-min condition and 30 1-min opportunities to run in the
remaining conditions, where the opportunity to run was contingent upon lever pressing.

Condi-

tion R1 R2 R3 R4 R5 R6 R7 RS R9 R10 R11 M
30 min 24.2 19.8 8.5 9.3 21.5 20.1 28.1 14.0 31.5 9.8 15.5 18.4
FR 1 20.7 23.7 11.1 12.7 26.6 19.2 30.4 15.8 26.6 20.3 21.2 20.8
VR 3 27.9 28.6 18.1 12.4 25.6 26.5 33.5 20.5 26.2 24.7 28.9 24.8
VR 5 31.7 33.4 20.3 18.7 29.4 30.5 36.4 22.1 25.3 28.1 29.2 27.3
VR 9 31.6 34.8 24.0 16.9 35.2 30.1 36.9 31.0 28.8 28.8 32.8 30.1

running could occur, expressed as revolu-
tions per minute. Mean latency to the first
postreinforcement lever press was calculated
as cumulative latencies per session divided by
the number of reinforcers. Local lever-press-
ing rates were calculated as the total number
of responses per session divided by the time
available for lever pressing, not inclusive of
latencies to the first postreinforcement re-
sponse.

RESULTS

Table 1 presents the mean wheel-running
rates obtained over the last 3 days of the
30-min free-wheel condition and the last 3
days of the 3 to 5 days for the FR 1, VR 3, VR
5, and VR 9 conditions for the 11 rats that
progressed through training. Mean rates of
running for the 30-min free-wheel, FR 1, VR
3, VR 5, and VR 9 conditions were 18.4, 20.8,
24.8, 27.3, and 30.1 revolutions per minute,
respectively. These data show that during
training the rate of wheel running increased
when the opportunity to run was made con-
tingent upon lever pressing. The relevance of
these data will be addressed in the Discussion.

To examine the effect of changes in rein-
forcer duration, data from the last five ses-
sions on each duration were analyzed. Figure
1 shows that as the duration of the opportu-
nity to run increased, the mean rate of run-
ning usually decreased. For all animals, rates
of running decreased with increases in rein-
forcer duration. For the group, mean rates of
running for the 30-, 60-, and 120-s reinforcer-
duration conditions were 40.7, 35.0, and 30.2
revolutions per minute, respectively. A re-
peated measures ANOVA revealed a signifi-

cant effect of reinforcer duration, F(2, 20) =
122, p < .0001. Post-hoc Dunnett ttest com-
parisons showed that the differences between
the 30- and 60-s conditions, #(20) = 8.5, p <
.01, the 30- and 120-s conditions, #(20) =
15.6, p < .01, and the 60- and 120-s condi-
tions, #(20) = 7.1, p < .01, were significant.

Figure 2 shows that mean latency to the
first postreinforcement lever press increased
as a function of reinforcer duration for 9 of
11 animals. Rat 4’s latency to press showed
little variation across the arranged reinforcer
durations, whereas Rat 8’s latency showed lit-
tle variation between the 60-s and 120-s rein-
forcer durations. For the group, mean laten-
cies for the reinforcer durations of 30, 60,
and 120 s were 22.5, 34.3, and 58.6 s, respec-
tively. A repeated measures ANOVA showed a
significant effect of reinforcer duration, F(2,
20) = 27.0, p < .0001. Post-hoc Dunnett #test
comparisons showed that differences in laten-
cy between the 30- and 120-s, £(20) = 7.2, p
< .01, and the 60- and 120-s, #(20) 4.8, p
< .01, reinforcer durations were significant.
An additional analysis of the distributions of
latencies over the last five sessions revealed
that median latencies changed systematically
with reinforcer duration. Average median la-
tencies for the 30-, 60-, and 120-s conditions
were 19.8, 28.8, and 46.4 s, respectively. This
analysis showed that the changes observed in
the mean values were not due simply to ex-
treme values.

Figure 3 shows mean local rates of lever
pressing as a function of reinforcer duration.
Although group-mean local lever-pressing
rates decreased as reinforcer duration in-
creased, inspection of the data for individual
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Fig. 2. Mean latency to the first lever press following reinforcement for the FR 1 component of the tandem FR
1 VI 30-s schedules for individual rats and for the group as a function of reinforcer duration. Means and standard
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animals revealed that only 5 of the 11 rats
showed this pattern of differences. Rats 6 and
7 had higher local rates on the 60-s duration
than on the 30-s duration. The local response
rate for Rat 9 did not differ systematically
among durations, whereas those for Rats 1, 4,
and 10 differed little between the 30- and 60-s
durations. For the group, mean local lever-
pressing rates for the 30-, 60-, and 120-s con-
ditions were 27.3, 25.7, and 20.8 responses
per minute, respectively. Statistical analysis re-
vealed a significant effect of reinforcer dura-
tion, F(2, 20) = 17.4, p < .0001, and post-hoc
comparisons showed that the differences
between the 30- and 120-s conditions, #(20)
= 5.7, p < .01, and the 60- and 120-s condi-
tions #(20) = 4.3, p < .01, attained signifi-
cance.

Within-session patterns of rates of running,
latencies to the first postreinforcement lever
press, and local lever-pressing rates for the
30-, 60-, and 120-s reinforcer durations are
depicted in Figures 4, 5, 6, respectively. With-
in-session patterns were analyzed for linear
trend.

Figure 4 shows that, in general, the rate of
running tended to increase throughout the
session. With the exception of Rat 4, running
rates in either or both the 30- and 60-s du-
rations increased from the first to the last re-
inforcer for each rat. On average, running
rates in the 60- and 120-s conditions in-
creased by 9.9 and 10.2 revolutions per min-
ute, respectively, from the first to the last four
reinforcers. For the 30-s condition, the rates
of running for Rats 5, 6, 7, 8, 10, and 11 in-
creased throughout the session and on aver-
age, running rates increased by 3.6 revolu-
tions per minute. Linear trend analyses
revealed significant trends for the 60-s, F(1,
10) = 28.0, p < .0001, and the 120-s, (1, 10)
= 27.4, p < .0001, reinforcer durations, but
not for the 30-s duration, F(1, 10) = 2.99, p
< .10.

Figure 5 shows that no systematic within-
session patterns were apparent in the laten-
cies to the first postreinforcement lever press.
Trend analyses indicated no significant linear
trends for any duration.

Figure 6 shows that for the 30- and 60-s du-
rations, but not for the 120-s duration, there
was a tendency for local lever-pressing rates
to increase from the first to the last reinforc-
er. Increases are evident for Rats 1, 2, 3, 6, 9,
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and 11 under the 30-s condition and for Rats
1, 8,4, 5,6, 7,9, and 10 under the 60-s con-
dition. In contrast, for the 120-s conditions,
increases were apparent for Rats 5 and 11.
Trend analyses revealed significant linear
trends for the 30-s, F(1, 10) = 8.27, p < .05,
and 60-s, F(1, 10) = 10.43, p < .01, reinforcer
durations. For these conditions, mean local
response rates increased by 3.83 and 6.48 re-
sponses per minute between the first and last
groups of reinforcers, respectively.

Table 2 presents the correlations between
revolutions that occurred during a reinforce-
ment period and the duration of the imme-
diately following latency to lever press for
each animal in each condition. For this anal-
ysis, the first latency to press the lever in a
session and revolutions in the last reinforce-
ment period in a session were removed for
each of the last five sessions in each condi-
tion. Inspection of this table reveals no sys-
tematic relationship between the number of
revolutions run and the duration of the im-
mediately following latency to lever press un-
der any reinforcer duration. Of 33 correla-
tions calculated, 22 were not significant; of
the significant correlations, six were positive
and five were negative.

Finally, for the 30-, 60-, and 120-s reinforcer
durations, mean session durations were
28.36, 42.56, and 71.24 min, respectively. Of
these durations, total cumulative time provid-
ed for running constituted 10, 20, and 40
min, respectively. Mean cumulative latencies
to respond were 7.5, 11.44, and 19.54 min,
respectively. The minimum time required to
complete the schedule requirement for all 20
reinforcement intervals constituted 10 min of
the session in each condition, and mean time
in excess of this minimum for the 30-, 60-,
and 120-s durations was 0.87, 1.11, and 1.70

min, respectively.

DISCUSSION

As reinforcer duration increased, rate of
running and local lever-pressing rate de-
creased while the latency to the first postre-
inforcement lever press increased. Within-ses-
sion analyses revealed that subjects usually
ran at a high rate throughout the session at
the shortest (30-s) reinforcer duration. At
longer (60-s and 120-s) durations, rate of run-
ning increased throughout the session toward
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Table 2

Correlations (Pearson r values) between wheel revolu-
tions in a reinforcement period and the duration of the
immediately following latency to the first lever press cal-
culated from the last five sessions of each reinforcer-du-
ration condition for each rat. Associated probabilities are
shown in parentheses.

Reinforcer duration

Rat 30 s 60 s 120 s

R1 .03 (.78) - 52 (.00) 2 (.03)
R2 —.01 (.96) 3 (.21) - 7 (.52)
R3 .05 (.64) - 1% (.21) ()% (.81)
R4 .22 (.03) —.02 (.85) 2 (.27)
R5 .06 (.60) —.23 (.03) ()7 (.53)
R6 .02 (.84) - 19 (.06) —.01 (.96)
R7 .25 (.02) 2 (.27) - ()2 (.84)
R8 12 (.25) 6 (.01) 5 (.67)
R9 .27 (.01) 4 (.00) 5 (.02)
R10 —.07 (.48) - 29 (.00) - 35 (.00)
R11 .15 (.14) .02 (.87) —.03 (.81)

the level of running that occurred at the
short duration. No consistent within-session
changes were apparent for mean latency. Lo-
cal lever-pressing rate tended to increase
across the session in the 30- and 60-s dura-
tions for some, but not all, animals.

In general, these results show that increases
in duration of the opportunity to run as a
reinforcing consequence for operant behav-
ior produce changes in operant behavior that
are similar to those that have been observed
when durations of the opportunity to eat,
concentration of sucrose solution, or size of
food pellet were increased. Specifically, the
increase in duration of the postreinforce-
ment latency with increases in reinforcer
magnitude has been observed consistently
over many studies using appetitive reinforce-
ment (Harzem et al., 1978; Lowe et al., 1974;
Perone & Courtney, 1992; Priddle-Higson et
al.,, 1976; Reed & Wright, 1988; Staddon,
1970) and has been previously observed by
Premack et al. (1964) for running as a rein-
forcer.

Perone and Courtney’s (1992) research
suggests that this direct relationship between
reinforcer duration and postreinforcement
latency reflects the dominance of an uncon-
ditioned inhibitory aftereffect of the previous
reinforcer in a context in which control by an
excitatory effect associated with stimuli cor-
related with the upcoming reinforcer is weak.
In the present study, the stimuli correlated
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with the upcoming reinforcer were the onset
of the brake terminating the reinforcement
period and the extension of the retractable
lever. These stimuli did not vary across rein-
forcer durations. As a consequence, accord-
ing to Perone and Courtney (1992), potential
differential excitatory effects related to stim-
uli associated with the different magnitudes
were not expressed.

It is important to note that unlike most pre-
vious studies, the present study used a tan-
dem FR 1 VI 30-s schedule rather than a sim-
ple schedule; this may limit the generality of
the findings. Previous research suggests that
the effect of response-initiated interval rein-
forcement schedules is to lengthen latencies
to respond; however, this effect appears to be
independent of the effect of reinforcer mag-
nitude on latencies to respond. Lowe et al.
(1974) found that postreinforcement pauses
on a tandem FR 1 FI 60-s schedule were ap-
proximately twice as long as those observed
for an FI 60-s schedule of reinforcement. De-
spite this, postreinforcement pauses were still
observed to increase with reinforcer magni-
tude.

The second finding of the present study
was that as reinforcer duration increased, lo-
cal lever-pressing rates decreased. Although
this effect was not as systematic as the effect
on postreinforcement latency, it nevertheless
poses a challenge for a response-strength in-
terpretation of reinforcement (de Villiers &
Herrnstein, 1976; Herrnstein, 1970). This in-
terpretation implies a direct rather than an
inverse relationship between local response
rates and magnitude of reinforcement (Har-
zem & Harzem, 1981). From this perspective,
the results of the present experiment suggest
either that the value of an opportunity to run
as a reinforcing consequence was greater
when the duration of that opportunity was
shorter (in other words, that less was more)
or that other factors acted to mask a direct
relation.

Interpretation of the observed changes in
local rates of lever pressing, together with
changes in the rates of running and postre-
inforcement latency, requires consideration
of a number of alternative processes such as
satiation, fatigue, and response deprivation.
Satiation refers to a decline in the effective-
ness of a reinforcer to maintain responding
as a function of consumption of the reinforc-
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ing consequence. In other words, as reinforc-
er magnitude increases, consumption of the
reinforcer and responding for reinforcement
may decline due to satiation (e.g., Conrad &
Sidman, 1956; Guttman, 1953).

In the present study, the decline in run-
ning rate and in local lever-pressing rate, in
combination with increases in postreinforce-
ment latency, could be attributed to the ef-
fects of satiation for running. However, the
within-session data do not suggest that
satiation for running occurred. On the con-
trary, for the longer reinforcer durations that
would presumably produce greater satiation,
rates of running increased throughout the
session. Nor did latencies to the first postre-
inforcement lever press systematically in-
crease throughout the session, as would be
expected as a function of satiation.

Fatigue is another factor that could pro-
duce a decline in running and response rates
as well as an increase in latency to respond as
reinforcer duration increased. As duration in-
creased, running rates decreased; however,
revolutions per opportunity to run increased.
Mean revolutions per opportunity to run in
the 30-, 60-, and 120-s conditions were 20.4,
35.0, and 60.4 revolutions, respectively. Thus,
as reinforcer duration increased, animals ran
more and may have become fatigued. In-
creased fatigue could then produce an in-
crease in the postreinforcement latency to re-
spond and an increase in interresponse
intervals.

As with satiation, the within-session data do
not support fatigue as an explanation for the
results. First, running rates would be expect-
ed to decline throughout the session as fa-
tigue increased, but they did not. Latencies
would be expected to be higher at the end
of the session than at the beginning, and re-
sponse rates would be expected to decrease
rather than increase. Clearly, this was not the
case. Furthermore, if the conditions pro-
duced different general levels of fatigue, one
might expect that rates of running would be
most similar at the beginning of the session,
when all subjects were equally rested, and to
diverge as subjects in the longer reinforcer
duration conditions became progressively
more fatigued. In fact, running rates among
the three conditions were generally more dis-
parate at the beginning of the session and
less disparate at the end of the session. Thus,
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although changes in overall running rates,
lever-pressing rates, and latency to respond
were consistent with an explanation of fa-
tigue, within-session data did not substantiate
this explanation.

Of course, the foregoing account is based
on the assumption that fatigue varies with to-
tal number of revolutions run rather than
rate of running. An alternative assumption
would be that fatigue varies with rate of run-
ning. Under this assumption, the faster one
runs, the greater the fatigue. This assumption
would predict lower response rates and lon-
ger latencies for the shorter reinforcer dura-
tion, which produced the highest running
rate. The data show, however, that response
rates were higher and latencies were shorter
at the shorter reinforcer duration.

It is important to note that the considera-
tions of satiation and fatigue just offered are
based on an assumption of a cumulative ef-
fect throughout the session. Alternatively, the
effects of reinforcer duration could be due to
a local satiation or fatigue effect that does not
cumulate. After running, the animal would
be momentarily satiated for running or mo-
mentarily fatigued, and the probability of
pressing for the opportunity to run would be
lowest following the termination of a running
bout. With longer durations, the momentary
satiation or fatigue would be greater. This ac-
count suggests that there might be a positive
correlation between running in a reinforce-
ment period and the latency to respond fol-
lowing the termination of that reinforcement
period. In particular, the latency to respond
following the termination of a reinforcement
period in which more running had occurred
would be longer than the latency following
the same period in which less running had
occurred. Contrary to this prediction, how-
ever, no systematic relationship was apparent
between the number of revolutions run and
the duration of the following latency to lever
press within reinforcer durations. The lack of
a relationship within a duration challenges
the view that local effects might explain the
differences between durations. (It should be
noted, however, that the range of variability
is smaller within than between conditions,
which could result in low within-duration cor-
relations even if local factors were influential
in generating the between-duration effects.)

Finally, response deprivation (Allison,



350

1993; Timberlake & Allison, 1974) provides
an alternative to the response-strength con-
ception for interpreting the changes in run-
ning and responding for the opportunity to
run as the duration of that opportunity in-
creased. According to this approach, without
any constraints, rats run in wheels and press
levers at baseline rates that define a paired
baseline. A schedule constraint that makes
the opportunity to run contingent upon lever
pressing deprives the individual of the contin-
gent behavior. The behavioral response to
this deprivation will be a facilitation of the
instrumental responding (i.e., lever pressing
above baseline rate) and a suppression of the
contingent behavior (i.e., running below
baseline levels) (Allison, 1993).

In the present experiment, increases in re-
inforcer duration decreased the constraint
placed on the contingent behavior. Under
less constrained conditions, running should
more closely approximate unconstrained lev-
els. In other words, as the restriction on the
behavior of running decreased, motivation to
respond for the opportunity to run should
have decreased, producing a concomitant de-
cline in responding reinforced by the oppor-
tunity to run and an increase in latency to
respond. Thus, a response-deprivation ac-
count appears to accommodate the inverse
relationship between reinforcer duration and
local lever-pressing rate as well as the direct
relationship between duration and latency to
respond.

Lucas (1981) demonstrated a similar effect
of reinforcer duration on the response rates
of pigeons responding on an FI schedule for
food reinforcement in a closed economy. In
his second experiment, Lucas showed that lo-
cal response rates (i.e., key pecks divided by
the total cumulative time spent responding)
were an inverse function of the duration of
access to food. Furthermore, Lucas also sug-
gested that rate of eating increased as rein-
forcer duration decreased, given that the pi-
geons maintained their body weights despite
a decrease in daily access time to food. Thus,
Lucas’s results resemble the observed
changes in local lever-pressing and running
rates in the present study.

However, as was the case for satiation and
fatigue, the within-session data bring the ad-
equacy of a response-deprivation account
into question. Within a session, deprivation
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for running would be highest at the start of
the session and should decline as the rats ran
more and more into the session. Consequent-
ly, rates of lever pressing and running would
be expected to decline throughout the ses-
sion, yet they did not. In fact, running rates
show the opposite pattern for the longer du-
rations; they increased throughout the ses-
sion. Data from the training phase also ques-
tion the adequacy of a response-deprivation
account. As is evident in Table 1, making the
opportunity to run contingent upon lever
pressing did not suppress the contingent be-
havior. On the contrary, the number of rev-
olutions per unit time of opportunity to run
increased rather than decreased as the sched-
ule constraint changed from FR 1 to VR 9.

In sum, running and responding rein-
forced by the opportunity to run changed sys-
tematically with changes in the duration of
opportunity to run. Changes in latency to re-
spond were consistent with changes observed
when the magnitude of appetitive forms of
reinforcement have been varied and can be
accounted for by unconditioned inhibitory
aftereffects of reinforcement. Changes in lo-
cal rates of lever pressing seemed to be in-
consistent, however, with a response-strength
interpretation of reinforcement. Nor were
the changes in running, lever pressing, and
latency to respond, when considered collec-
tively, adequately explained by satiation, fa-
tigue, or response deprivation. This failure to
account for the observed changes, although
it leaves the reader unsatisfied, underscores
the need for further investigation of nonap-
petitive reinforcing consequences.
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